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Abstract

Adaptive grid refinement in Fortran (AGRIF) is a Fortran90 package for the integration of adaptive mesh refinement (AMR) features within existing finite difference codes. The package first provides model-independent Fortran90 procedures containing the different operations in an AMR process: time integration of grid hierarchy, clustering, interpolations, updates, etc. The package then creates the Fortran90 model-dependent part of the code based on an entry file written by the user.

The basic idea of AGRIF is to make use of Fortran90 pointers to successively address the variables of the different grids of an AMR process. As pointers can be used exactly like other (static) variables in Fortran, most of the original code will remain unchanged.
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1. Introduction

Discretization errors of partial differential equations may often be written as an increasing function of the computational grid resolution. One way to build efficient numerical algorithms is to start with a relatively coarse resolution grid which covers the entire domain of computation and then to locally increase the resolution in certain areas. For time-dependent problems, adaptive mesh refinement (AMR) methods allow the resolution to be dynamically adjusted. Since the work of Berger and Oliger (1984), AMR for structured grids has become very popular. AMR has a broad domain of application and its efficiency has been clearly demonstrated. However, implementation of the AMR method remains a difficult task, which often discourages model developers from investigating its potential power.

Hereafter, we will denote the Berger and Oliger AMR algorithm for structured meshes by BOSAMR. AMRCLAW is a Fortran77 package for conservation laws that was based on the BOSAMR algorithms. AMRCLAW is now included in CLAWPACK.1 With the relatively recent appearance of object-oriented languages, programming BOSAMR methods has become simpler, and several packages have since been developed. Most of them are implemented in C++, which appeared before
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Fortran90. The two most frequently used are Overture\textsuperscript{2} and Chombo.\textsuperscript{3} These packages basically provide C++ classes dealing with grid definition and grid operations.

As for similar tools in Fortran90, there is PARAMESH\textsuperscript{4}, which is an AMR package based on single cell refinement. This approach can lead to highly efficient parallelization and highly flexible refinement. However, it differs from the original idea of Berger and Oliger (1984), which was to use rectangular patches (composed of several cells), on which the original uniform grid code could be applied.

In this paper, we introduce a novel approach that allows the implementation of BOSAMR features in an existing Fortran model (77 or 90). Central to the method are the use of pointers and the possibility of taking advantage of the full compatibility between Fortran77 and Fortran90. These ideas are incorporated in the adaptive grid refinement in Fortran (AGRIF) software.

The present note is organized as follows: the main operations involved in a BOSAMR process are briefly reviewed in Section 2, while Section 3 describes the basic ideas underlying the AGRIF package.

2. Brief description of the BOSAMR method

In this section, we briefly summarize the ideas underlying the AMR method for structured grids. A full description is provided in Berger and Oliger (1984) and Berger and Colella (1989). The main idea is to locally adjust the numerical resolution using a mathematical and/or physical criterion, and thereby create refined grids or remove existing ones where and when necessary. The AMR strategy features a hierarchy of resolution levels, each of which contains a set of grids (cf. Fig. 1).

Every grid is covered by a parent (coarser) grid, the root level consisting of one coarse resolution grid covering the entire domain of computation. The spatial and temporal resolutions are divided by a given integer \( r \) when going from a given level \( l \) to a finer level \( l+1 \) (typically \( r = 2, 3 \) or 4). If \( \Delta h_l \) and \( \Delta t_l \) denote the grid spacing and the time step on every grid at level \( l \), then \( \Delta h_l/\Delta h_{l+1} = \Delta t_l/\Delta t_{l+1} = r \).

With such a convention, once the grid spacing and the time step have been chosen on the root grid, the corresponding stability criterion based on the Courant–Friedrichs–Levy (CFL) parameter is automatically fulfilled for all grids.

2.1. Integration of the grid hierarchy

The integration of the grid hierarchy starts at the root level. The solution on the root grid is first advanced one coarse time step \( \Delta t_0 \). This solution is then used to provide (by interpolation) boundary conditions for the grids at level 1, which can then be advanced \( r \) time steps \( \Delta t_1 = \Delta t_0/r \), and so on recursively for grids at deeper levels. Once a solution has been computed on a grid at a given level, it is used to update the corresponding solution on its parent grid.

The integration algorithm is summarized in Fig. 2. It is a recursive procedure which is called at level 0.

2.2. Regridding

As mentioned previously, the grid hierarchy may change at every coarse time step or at regular intervals. A refinement criterion is applied, which detects grid points where a finer grid is necessary or where an existing fine grid is no longer useful. Then the clustering procedure (which creates the new rectangular grids) is applied to each level. The AGRIF software implements the clustering algorithm described in Berger and Rigoutsos (1992).

3. Description of AGRIF

3.1. AMR in Fortran90

The underlying aim of AGRIF is to make as few changes as possible in the existing Fortran code. To this end, we use the concept of pointers.

Pointer variables were not part of the standard Fortran77 syntax, but were introduced in an extension to Fortran77, where they were termed Cray Pointers, and were finally incorporated in the standard version of Fortran90.

A pointer variable is able to address different locations in the memory during the computation. This is exactly what we would like to do in a BOSAMR process, when going from the computation on one grid level to the computation on
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another. In our implementation, a unique set of pointers, saved in a common block, will successively address the memory locations corresponding to the variables of the different grids, in the order prescribed by the integration algorithm.

Fig. 3. Let \( u \) and \( v \) be two distinct variables of the original numerical model, defined in a common block. In the adaptive version of the model, \( u \) and \( v \) are declared as pointers, and each grid of the hierarchy is represented by a derived type variable containing the local values of \( u \) and \( v \) on this grid. Then, each time a grid has to be integrated, the pointers \( u \) and \( v \) are linked to the corresponding local variables of the grid.
3.2. Overview of the process

To introduce BOSAMR within an existing numerical model, a number of tasks must be carried out. The AGRIF software is composed of two parts. In addition to the model-independent parts of the algorithm (time integration and clustering algorithms, interpolation and update schemes...), the new code must deal with dynamic memory allocation, the instantiation of the previously described pointers, etc. This is the model-dependent part since it depends on the variables of the original model.

The model-independent parts are implemented in a library of Fortran90 modules. AGRIF also includes an external program (a converter written in the C and Yacc/Lex languages) that analyzes a user’s written configuration file and produces the model-dependent part of the BOSAMR. The information provided by the user in this configuration file concerns global BOSAMR parameters (mesh refinement factors, maximum number of levels of the grid hierarchy, regridding interval, ...), grid variables, and grid operations (interpolations(updates) on these variables.

Specific keywords exist for each of these operations and for each keyword that refers to an interpolation or update operation, user callable Fortran routines will be produced by the converter. For full information, the reader is referred to the user’s manual.
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Recursive Procedure INTEGRATE(l)

If l == 0 Then nbstep = 1
Else nbstep = refinement-ratio
Endif
Repeat nbstep times
   Do one time step $\Delta t_i$ on all grids at level l
   If level $l+1$ exists Then
      Compute boundary conditions at level $l+1$
      INTEGRATE($l+1$)
      update level $l$
   Endif
End Repeat
End Procedure INTEGRATE

Fig. 2. Integration algorithm (top) and an example (bottom) with a time refinement factor of 3 and three grids $G_0$, $G_1$ and $G_2$. Numbers on chart refer to integration order.
The overall process of compilation is depicted in Fig. 4. In the original model, the main modification is to add a call to the AGRIF procedure named Agrif_Step which calls the time integration algorithm of the grid hierarchy and proceeds to the regridding step at regular intervals.

3.3. Main features of AGRIF

The AGRIF software is distributed under the GNU GPL licence and includes a number of examples to illustrate its main features. These are:

- 1D, 2D, 3D (adaptive) mesh refinement;
- treatment of staggered grids;
- treatment of masked fields;
- use of grids with predefined fixed location; and
- MPI parallelization.

More complex examples in the context of ocean modelling can be found in Blayo and Debreu (1999) and Debreu et al. (2005).
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